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Abstract

In spite of the rapid decrease in magnetic disk prices, tertiary storage (i.e., remo
media in a robotic storage library) is becoming increasingly popular. The fact that so 
data can be stored encourages applications that use ever more massive data sets.
tion drivers include multimedia databases, data warehouses, scientific databases
intensive scientific research, and digital libraries and archives. The research comm
has responded with investigations into systems integration, performance modelin
performance optimization.

Tertiary storage systems present special challenges because of their unusual perfo
characteristics. Access latencies can range into minutes even on unloaded syste
transfer rates can be very high. Tertiary storage is implemented with a wide array o
nologies, each with its own performance quirks. However, little detailed perform
information about tertiary storage devices has been published. As a result, mass 
system (MSS) implementers must rely on vendor-reported numbers or their own te
select appropriate tertiary storage devices. Additionally, MSS designers must have d
knowledge of the performance characteristics of their devices to optimally place fil
media and perform other optimizations.

In this paper we present detailed measurements of several tape drives and desc
tests used to gather this data. The tape drives we measured include the DLT 4000, 
310, IBM 3590, 4mm DAT, and the Sony DTF drive. This mixture of equipment inclu
high and low performance drives, serpentine and helical scan drives, and cartridg
cassette tapes. This data is suitable for system performance modeling or system 
mance optimization studies. By measuring and modeling a variety of devices in a 
study, we are able to characterize a wide range of tertiary storage devices. In additi
hope that our simple benchmarks will become more widely used to gauge tape p
mance and identify potential performance bottlenecks.
This paper appeared in the 6th Goddard Conference on Mass Storage Systems and Technologies, held jointly with the
15th IEEE Mass Storage Systems Symposium, College Park, MD, March 1998
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1. Introduction

A tertiary storage system typically refers to a data storage system that uses driv
accept removable media, a storage rack for the removable media, and a robot arm t
fer media between the storage rack and the drives. The media can be disks (usually
disks) or tapes, though in this paper we concentrate on tape-based tertiary storage. 
storage is used for massive data storage because the amortized per-byte storage
usually two orders of magnitude less than on-line storage (e.g., see [1]). Tertiary s
has other benefits, including the removability of the media and fewer moving parts. 
ever, access time to a file stored on tertiary storage can range into the minutes.

In this paper, we measure a variety of devices used in tertiary storage systems and 
performance characterizations of these devices. The contribution of this work is the
and detail of our measurements and the benchmarks used to generate them. We 
many aspects of tape access, including mount time, seek time, transfer rates, rewin
and unload time. The devices we measure include high, medium, and low perform
tape drives. We include measurements that have not previously been published 
knowledge) but are vital to efficient tertiary storage system implementations, such as
seek times. This information can be used to guide the design of better tertiary stora
tems by showing strengths and weaknesses of tape technologies as well as those
cific tape systems.

2. Background

Tertiary storage is often viewed as a necessary evil by file system designers and u
the massive storage capacity of a robotic storage library incorporating high-volume
drives is needed to store massive data sets, but management of and access to tape
data can be painful. Tertiary storage is often used in “write-once, read-never” applic
such as storage of large data sets (in which data is rarely reused), backup, and ar
Today, however, it is becoming more common to use tertiary storage to store activ
that is still useful, but is not used sufficiently frequently to warrant the cost of purch
additional secondary storage. Fortunately, much work has been done on hierarchic
age management systems (HSMs) to simplify access to tertiary storage data.

2.1. Hierarchical Storage Systems

Hierarchical storage systems extend secondary storage (disk-based) file systems by
tertiary storage as an “overflow area.” In a typical implementation, HSMs use seco
storage as a cache for the set of files that reside on tertiary storage. If an appl
(including a shell tool) opens a file that is not in the cache, the file is brought in from
tiary storage. The user only notices a delay in opening the file. HSMs that have bee
ied previously include Unitree, HPSS [2], AMASS, and ADSM [3]; there are several o
systems that are in production use. An alternative approach is to build a log-structur
system on top of tertiary storage, with secondary storage being treated as a cache
segments [4,5].

Computer data analysis is transforming scientific research, and it is also forcing th
ation of systems that can store terabytes or even petabytes of data. The very large d
96
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that can be collected have created enormous data storage and retrieval problem
example NASA’s EOSDIS [6], which supports research into climate change, will co
and archive on the order of ten petabytes of data. Many other scientific projects, s
high-energy physics [7,8] also have very large data storage requirements. More re
though, newer applications such as data warehouses [9], scientific databases [6,10]
media [11], and digital libraries [12] are driving the creation of very large database
integrate tertiary storage into a database system.

2.2. Tertiary Storage Modeling and Optimization

The building of very large scale scientific archives and the efforts at integrating te
storage into database systems have motivated considerable recent research activity
section we summarize tertiary storage modeling and optimization work. The plannin
integration problems of building large tertiary storage installations have motivated r
work in the performance modeling of tertiary storage systems. Pentakalos et. a
present an analytical model of a scientific computing system that incorporates te
storage, and Johnson [14] presents a detailed queuing model of a robotic storage 
Menasce, Pentakalos, and Yesha [15] give an analytical model of tertiary storage as
work attached storage device, and Nemoto, Kitsuregawa, and Takagi [16] make a s
tion study of data migration.

The above cited research all shares the characteristic of depending on a model
behavior of tertiary storage devices (robot arms, tape drives, etc.) to either mode
optimize performance. However, the performance of tertiary storage devices is no
understood. As a result, the otherwise high-quality work discussed above use lim
inaccurate, or incorrect models of tertiary storage devices. Fortunately these defici
can be remedied by the use of accurate device models that rely on performance m
ments gathered from a variety of tertiary storage devices.

While some work has been done to measure, model, and classify the performance
tiary storage devices, broad-based, comprehensive studies have not appeared, thou
prehensive models of secondary storage (i.e, disk drives) have been published [17]
works on systems incorporating tertiary storage include benchmarking studies [18,1
while other studies have focused on an aspect of a particular device. Ford and Chris
lakis [21] model optical continuous linear velocity disks to determine optimal data p
ment. Hillyer and Silberschatz [22] give a detailed model of seek times in a DLT 4000
drive, to support a tape seek algorithm [23], and van Meter [24] is researching appro
delay estimation models for tertiary storage. The Mass Storage Testing Labo
(MSTL) is developing benchmarks for HSM systems [25]; however, these benchm
test the performance of a software and hardware system, while our benchmarks a
concerned with hardware performance. Additional performance measurement s
include [26] and [27].

3. Taxonomy

The technology used to implement a tape drive influences the performance that th
will obtain from the drive. In this section, we discuss the technologies used to build 
mon tape drives. Table 1 shows the list of tape drive features relevant to the material
97
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paper. For a deeper discussion of these matters, we refer the reader to the many p

other proceedings of the IEEE Mass Storage System Symposium and the NASA Go
Conference on Mass Storage Systems and Technologies as well as other storage
conferences and journals.

A fundamental characteristic of a tape drive is the layout of data on the tape. To ach
high density, the tape drive must use as much of the available surface area as possi
a tape is typically much wider than the data tracks. A helical scan tape writes data 
diagonally across the tape surface, and packs the diagonal tracks tightly together (
in a VHS video cassette). A linear tape lays multiple sets of data tracks across th
Typically, the data tracks alternate in direction, hence the name “serpentine” (e.
audio cassette with autoreverse).

The tape package can be a cartridge (containing 1 reel) or a cassette (containing 2
The tape in a cartridge must be extracted from the cartridge before the tape mou
complete. In addition, the tape cartridge must be rewound before it is unmounted. A
sette can be removed from the tape drive without being rewound. However, the tap
cartridge must be positioned at a special zone (a “landing zone”) to ensure that data
exposed to contaminants. If the tape drive does not support landing zones, the ca
must be rewound.

The geometry of a tape makes defining the position of a particular block more dif
than for disk drives. Modern data storage tapes typically embed some kind of direct
expedite data seeks; this directory is implemented in hardware and is separate fro
user-created directory. These directories can be written at the beginning of the tape
other special tape positions), in special directory tracks, or in silicon storage de
mounted on the tape package. A precise directory can permit high-speed seeks. I
tion, the requirement to read a directory area can increase the mount time, and the r
ment to write a directory area can increase the unmount time.

Many tape drives use hardware data compression to increase their capacity and to i
their data rates. However, compressed data is variable sized. Since the location of 
can vary widely, fast seeks can be more difficult to implement. Similarly, a variable
record length increases the flexibility of a tape drive, but can lead to increased seek

Tape drive attribute Possible values

Data track layout Helical scan, linear (serpentine)

Tape package Cartridge, cassette, cassette with landing zones, “scramble bin” (tape loo

Directory None, at beginning or end of tape, calibration tracks, embedded microchip

Data compression Yes, no

Block size Fixed, variable

Partitioning Yes, no, not important

Table 1. Characteristics of tape drives.
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Some tape drives allow the user to partition the tape into distinct regions. The Ampe
drive that we tested allows partitioning, while the others do not. Partitioning simp
some data management functions, and does not have a significant effect on perfor
Some serpentine tape drives that support partitioning can improve seek times within
tition; however, we were unable to gain access to such a device for this paper.

Other factors that can affect performance are the tape transport implementation a
use of caching. Helical scan tape drives need to wrap the tape around the read/writ
Performing a high-speed seek requires that the tape be moved away from the head
vent excessive wear, resulting in a large delay in starting the seek. Linear tapes use
pler transport and do not suffer from this problem. Because the data rate from the ho
not be constant, many tapes use data caches to allow the drive to remain in str
mode even if the host machine suffers occasional delays in submitting read or
requests. Additionally, this buffer can be used to store read-ahead blocks; many tape
read a few blocks after the current location even if they are not explicitly requested
Some drives will return this pre-fetched data after short block seeks.

There are many other considerations involved in tape drive technology, especially th
reliability and longevity, that we do not address in this paper. Another important cons
ation is cost. Some of the drives we measure in this paper can have an order of ma
better performance than another drive, but they typically cost an order of magnitude
money as well.

4. Benchmark Methodology

Our interest is to measure and develop performance models for the following acces
acteristics listed below. Taken together, they summarize the end-to-end performanc
tertiary storage device.
• Mount time: This is the time from when the robot arm has placed the tape into th

drive to the time when the tape is “ready” (i.e., the special file for the drive can be
opened and operations performed without incurring I/O errors).

• Seek time: This is the time from when a seek command is issued to the time whe
seeked-to data block can be read into memory (the seek system call might return
before the read operation can be initiated). We measure three particular types of
a. Long seek from beginning of tape: We measure the time to seek to an arbitrary

location in the tape.
b. Long seek from the middle of the tape: We measure the time to seek from one

arbitrary location on the tape to another arbitrary location. Since this requires

O(B2) measurements (where B is the number of tape blocks), we pick represe
tive locations in the middle of the tape.

c. Short seek from the middle of the tape: A seek is expensive to initiate on most 
tapes. The behavior of a seek for a short distance can be very different from th
a long seek.

• Transfer rate: This is the rate (Mbytes / second) at which the tape drive will servi
read or write requests. This rate can be influenced by the compressibility of the d
the record size, and by the time between successive requests to for tape reads (
99
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• Unmount time: This is the time from the request to when the tape can be extracte
from the drive by the robot arm.

While we tried to make our measurements as consistent as possible from platform t
form, we needed to take special measures for some of the devices. We tested the 
on a wide variety of platforms, each with its own local environment. In all cases the
drive is attached to a SCSI bus. Also, some devices have special characteristics 
compression, seek location hints, partitioning, etc. Lastly, we had access to some d
for only a limited time.

5. Tape Systems Tested

We tested a wide variety of tape systems ranging from low to high performance (and
and with a wide range of characteristics listed in Table 1. In this section, we discu
basic characteristics of each drive.

5.1. 4mm DAT

The 4mm DAT drive is a low-cost, low-performance drive, in common use for backup
data transfer. It uses helical scan recording, and comes in a cartridge. However, t
tridge does not have landing zones, so the tape must be rewound before unmount
measured a data transfer rate of 0.325 Mbytes per second, independent of block s
were able to measure an average mount time of 50 seconds with a standard devia
0.0, and an unmount time of 21 seconds with a standard deviation of 1.3.

5.2. DLT 4000

The DLT 4000 is a moderate-cost, medium performance tape in common use for b
and archiving. The DLT 4000 is a serpentine tape that is packaged in a cartridge. Th
supports automatic data compression; however, all of our experiments were carri
with tape compression turned off. Although the DLT 4000 supports variable block s
the SCSI interface limited the maximum writable block size to 64 Kbytes. We found
the transfer rate did not depend strongly on the block size. For block sizes between 
60 Kbytes, the transfer rate is 1.27 Mbytes per second, and the transfer rate declin
larger and smaller blocks.

The software environment that we used to measure the DLT 4000 did not allow us to
sure the mount and dismount times directly because the volume management so
would load a requested tape, and return when the tape is mounted. If all drives we
the volume management software would first unload a drive and return the tape 
shelf. To get around this problem, we submitted requests to load tapes when the
were either all full or all empty. By subtracting the estimate of 9 seconds (from the St
etek 9710 specifications) to perform a tape fetch using the robot arm, we foun
mounting a DLT 4000 tape requires 40 seconds and unmounting a DLT 4000 tape re
21 seconds. These values are in line with the DLT 4000 performance specifications.
100
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5.3. Ampex DST 310

The Ampex DST310 is a high performance helical scan tape drive that uses a tape c
The tape can be formatted with landing zones, eliminating the need to rewind befo
unload. The tape also can be formatted with multiple partitions, but they are intend
data management — keeping files together, allowing a partial tape erase, etc. An u
feature of the Ampex is the availability of “high-speed positioning hints”. These hints
returned from the get_pos  query and can be used in subsequent seek commands
logical block size is 8 Kbytes, and all data transfers must be made in multiples
Kbytes.

While the recommended transfer size for the Ampex is 4 Mbytes, we tested the rea
write transfer rates with a variety of transfer sizes, and found that for transfer size
Mbyte and larger, we achieved a throughput of about 14.2 Mbytes/sec. However, the
fer rate declined rapidly for transfer sizes smaller than 1 Mbyte. The average mount t
10.1 seconds, with a standard deviation of 0.63. The unmount time is more complex
unmount is requested without rewinding the tape, the tape is moved to a system zo
then unmounted (this is done to protect the tape), so variance in rewind time become
ance in unmount time.

5.4. Sony DTF

The Sony DTF is a high-performance tape drive. It uses a helical scan data layout
packaged in a cassette. The cartridge can be unmounted without rewinding, but only
the current position is near the end of tape. In our system, however, the default com
to eject the tape always rewound the tape completely. The Sony DTF supports va
size blocks and compression. We measured an average of 51 seconds to mount a ta
a standard deviation of 0.0, and an average of 17.8 seconds to unmount a rewoun
with a standard deviation of 1.2. We achieved a transfer rate of 12 Mbytes/sec with a
size of 512 Kbytes.

5.5. IBM 3590

The IBM 3590 is a high performance tape drive. It uses a serpentine data layout 
packaged in a cartridge. The drive supports variable size blocks and compressio
measured a transfer rate of 8.9 Mbytes/second using a block size of 512 Kbytes and
host; this rate was the same for reads and writes.

6. Benchmark Results

In this section, we discuss the more interesting benchmark results gathered on th
drives listed in Section 5. While transfer rates were relatively uninteresting (excep
their relationships to the values quoted by the manufacturers), both seek times and 
unmount times provided interesting comparisons. In particular, we focus on both lon
short seeks and show that, often, reading can be faster than seeking to a nearby po
101
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6.1. Mount and Unmount

As the discussion in Section 5 indicates, mount and unmount times are nearly dete
tic when the tape is rewound before unmount. However, the Ampex drive is different
the other drives we measured because we were able to unload the tape without rew
it. If an unmount is requested without rewinding the tape, the tape is moved to a s
zone and then unmounted (this is done to protect the tape). Variance in rewind tim
becomes variance in unmount time. We tested the unmount time by seeking to a r
location on the tape and then unmounting, as shown in Figure 1. The effect of the s
zones can be seen in the sets of two parallel lines, offset by about 6 seconds that a
the data. The average unmount time is 12.24 seconds with a standard deviation of 3
onds. 

If an Ampex tape is unmounted without being rewound, the first seek time increases
shown in Section 6.2). Because the seek and rewind times on the Ampex are s
rewinding a tape before unmounting reduces access times on average. We ran an
ment of repeatedly mounting a tape, seeking to a random location, reading 1 block o
then unmounting returning the tape. We collected 60 data points for the case of rew
before unmounting, and 60 data points for the case of unmounting without a rewind.
rewound the tape before unmounting, then a fetch/return cycle takes 71 seconds
standard deviation of 13. If we unmounted the tape without a rewind, the fetch/r
cycle takes 85 seconds with a standard deviation of 30. A difference of means tes
cates a significant difference between the two quantities.

6.2. Seek and Rewind Times

Because tapes are sequential media, they have large seek times. Overcoming se
delays is a major focus of system optimization research. However, seek times on tap
exhibit unexpected behavior. In this section we measure and model three types of
the first seek after a mount (usually, but not always, seek from beginning of tape), 
from the middle of the tape, and a short seek.

Figure 1. Unmount times for the Ampex 310.
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6.2.1. First Seek From Mount

For most tapes, “first seek from mount” is equivalent to “seek from beginning of t
because the tape can only be unmounted (and thus mounted) when it has been re
This is true for all of the tapes in our study except for the Ampex; however, we will
report seek from beginning of tape for it.

The seek time from beginning of tape (BOT) for all of the tape devices we measu
shown in Figure 2. These charts also show the rewind time. As expected, seek time
rewind times well. For the helical scan tapes, both seek and rewind are linear in th
tance the tape must travel.

The serpentine tapes, however, exhibit more complex behavior. Because the IBM
and DLT 4000 have many pairs of tracks running in opposite directions, the seek & r
times for a single pair of tracks characterize the seek & rewind behavior for an entire
The IBM 3590 has 4 pairs of tracks, and the DLT 4000 has 32 pairs. Figure 3 sh
detail of the DLT 4000’s seek & rewind behavior, equivalent to one peak & valley (c
sponding to a single forward and reverse track from the graph in Figure 2. This gr
similar to that of the IBM 3590, shown next to it for comparison; both show a piece
linear seek time function along with the linear rewind function. Both serpentine 
drives use the two-dimensional topology of the tape as the primary mechanism for i
menting a high-speed search. The fast seek speed is only 1.5 times and 2 times fas
the read speed for the DLT 4000 and the 3590, respectively. To attain high-speed 
the drives store the location of particular blocks in the tape’s directory. To implem
distant seek, the tape moves to the last known block position that occurs before the 
block using the high-speed movement and then reads the tape until the desired b
located.

The Ampex 310 can be unmounted without a rewind. When the tape is mounted aga
positioned at the middle of the tape and therefore is closer to the desired first see
tion. In Section 5.3, we also measured the time to perform the first seek after a mou
block positions for the first seek were randomly selected. We recorded the block po
at unload and the block position for the first seek, as well as the seek time. Howev
did not find any correlation between the distance between the block positions and th
time. Instead, the seek time seems to be correlated with the seek block position. F
shows the result of the experiment. The time to seek to a block if no rewind is done 
a mount is considerably larger (i.e., 25 seconds larger) than the time to perform a se
tape that has been rewound. Since most rewinds take less than 25 seconds (64%
tape), we found that it is faster on average to rewind tapes after use.

6.2.2. Seek Times from Mid Tape

For the helical scan tapes, seek times between distant blocks in the middle of the 
well to a linear function. Figure 5, which shows seek times to and from a fixed block 
tion on a 4mm DAT drive, is representative of helical scan drives.

However, seek times on a serpentine tape follow a more complex topology. The s
position divides the tape into four regions: before the starting point on a same-dire
track, after the starting point on a same-direction track, before the starting point
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ether.
reverse-direction track, and after the starting point on a reverse-direction track. Fig
shows seek times from a tape block 73% into a reverse track of a DLT 4000 tape to
nearby track positions. The peaks of the seek time curve are offset from the track
After examining a number of these seek time curves, we found that the sizes of the 
are reasonably stable. However, it is important to note that the seek times are non
and that they indeed fall into the different categories mentioned above. This diffe
must be taken into account when laying out files that will potentially be accessed tog

Figure 2. Seek and rewind times for various tape drives.
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6.2.3. Short Seeks

The increasing interest in building using tertiary storage in a more active role in both 
tional mass storage systems and newer applications such as databases points to th
investigate the performance of short seeks on tape. Data placement, indexing, and
algorithms have been developed with the assumption that seek time is directly p
tional to seek distance. Often this is not the case. Furthermore, the seek time functio
a short distance can be significantly different from the seek time function over a lon
tance. Because a tape seek often incurs a substantial delay, an important characteri
the distance at which it is faster to seek to the desired block position than it is to read
unnecessary blocks.

We ran a set of experiments where we would repeatedly read in K blocks, and anot
of experiments where we should seek past K-1 blocks and read in one block. The re
our short seek tests on all of the tape drives are shown in Figure 7. As the graphs sh
pentine drives differ markedly from helical scan drives in short seeks. This differ
comes from the way that helical scan tapes must wrap the tape around the tape hea

Figure 3. Detail of seek times for linear tape drives DLT 4000 and IBM 3590.

Figure 4. Seek times for Ampex 310 for tapes ejected without rewinding
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a high-speed seek. This wrapping process takes time, so it is often faster to simply r
intervening data than it is to perform a seek on helical scan drives.

For serpentine tapes, on the other hand, it takes almost no time to switch from high
tape transport to reading. As a result, seek and read times are close together. Addit
the serpentine tape drives that we tested were sufficiently smart to pick the fastes
method (high-speed scan or read) when a seek was requested.

7. Implications for Mass Storage System Designers

Our experiments provide several major benefits for mass storage system designer
they provide accurate (and unbiased) performance measurements of several mode
drives, as reported in Section 6. Second, they highlight the performance differ
between modern, high-performance tape drives using the competing technologies o
cal scan and serpentine recording; in this section, we detail the implications these 
ences have for mass storage systems. Third, the benchmarks we used to gat

Figure 5. Mid-tape seeks on an 4mm DAT.

Figure 6. Mid-tape seeks on a DLT 4000, starting from 1 GB into the tape.
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measurements can be run on newer tape drives, enabling others to do the benchm
we reported in this paper.

7.1. Helical Scan vs. Serpentine Tape Drives

Our benchmarks uncovered several important performance differences between 
scan and serpentine tape drives that have implications for those building mass stora
tems. While these differences are intuitively obvious, few (if any) mass storage sy
take them into account.

7.1.1. Data Layout on Tape

The first major difference between the two types of tape recording is in the arrangem
data tracks. While maximum seek times for helical scan and serpentine drives are c
rable, the seek profile from beginning of tape is not. Helical scan systems always r

Figure 7. Short seek times for various tape drives
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longer to reach block N + X than they do to seek to block X from the start of the 
However, serpentine tapes can often reach block N+X more quickly because o
arrangement of data on the many forward and reverse tracks.

As a result, designers of mass storage systems must take these differences into ac
two ways. First, seek planning should consider track arrangement. It is not always
on a serpentine tape to read sparsely stored data from a tape in “standard” order b
this may involve many back-and-forth traversals of the tape. Instead, an algorithm s
the SCAN or CSCAN disk seek algorithms [28] should be used. Hillyer and Silbers
have done some introductory work on applying such scheduling to tape systems [2
there is still much to be done.

We also believe that data placement algorithms should take track arrangemen
account. Large files should be placed at the physical start of track because the seek
them will be considerably shorter. Even if this is done at the cost of wasting small am
of space, the savings in seek time and thus response time to requests will balance t
tively small cost of purchasing additional tape media.

It is important to note that these layout optimizations apply only to serpentine tape;
ever, they may serve to make serpentine tape more attractive to mass storage syste
by reducing the average seek time to the start of the data.

7.1.2. Seeking vs. Reading

Most current mass storage systems issue seek requests whenever they need to ad
new location on a tape. As the experiments in Section 6.2.3 show, however, this m
results in significantly longer seek times than simply reading the intervening data.

This problem can be addressed in two ways. Systems using current tape drives sho
the profile data presented in this paper (or other data gathered in similar ways) to co
whether seeking or reading to the desired location is faster. This phenomenon occ
just for short seeks of a megabyte or two, but over seek distances of 100 MB or more
storage systems that do not take this seek profile into account will have worse re
time than those that do.

However, the optimal solution to this problem is for tape manufacturers to incorporat
knowledge into their tape systems. The seek profiles are relatively simple, allowin
tape drive itself to compute whether “fast seek” or reading is a faster way to reach th
tination. Even if this is done, though, mass storage system designers must know w
seek profile is to optimally lay out their data.

7.2. Tape Benchmarks

The benchmarks we used to gather the data in this paper will also be very useful fo
designing mass storage systems and those who build tape systems. Our benchma
vide an extensive profile of tape drive performance for a wide variety of tape drives, 
enabling storage system designers to optimize access.
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7.2.1. Performance Quirks

Our benchmarks can uncover performance “hiccups” in a tape system, as they did f
of the tape drives covered in this paper. The poor seek performance near the star
reverse track on the IBM 3590 is the result of a bug in the tape’s microcode, whic
since been fixed by IBM (though our tape drive was not updated before the tests wer
Nevertheless, the IBM 3590 still performs relatively poorly on seeks to the start
reverse track even with the microcode fix applied. To work around this problem, we w
suggest not starting files in this area and instead placing “dummy” data there. This o
zation would reduce seek time to all files on the tape at relatively little overhead in s

Other performance quirks can similarly be worked around if mass storage system d
ers know of their existence. Both the IBM 3590 and the DLT 4000 have a list of loca
to which they can “fast seek.” Mass storage systems that know the locations in th
could optimize file placement to minimize the seek time to most files on tape, not ju
few that are placed near the physical end of a tape.

While helical scan tape drives do not share either of the above performance issue
have different issues, as was discussed in Section 7.1. Knowledge of the crossove
where seeking becomes faster than reading will allow MSS designers to optimize ac
random locations on tape, thus improving performance. 

It is important to realize that many features implemented to improve performance ma
actually do so. For example, mid-tape unmounting on the Ampex 310 is (presum
intended to provide a method of optimizing performance by reducing rewind time; 
ever, our experiments show that mid-tape unmounting is actually slower than rewi
before each unmount when the tape is formatted with the default number of system 
Also, fast unmounts followed by slow mounts may be desirable in some environm
such as real-time recording. Overall, however, performance “enhancements” sho
benchmarked to ensure that they do indeed improve performance.

7.2.2. Benchmarking Issues

Our experiments also uncovered difficulties in gathering the performance data nec
for this study. Most of these were related to the software interface between the tape 
and higher-level software. It is important for those benchmarking tape systems to u
stand the potential traps of gathering performance data.

The most significant problem we experienced was that some software “lied” about w
tape was actually ready to execute the next command. In many cases, opens, se
rewinds returned before the tape was positioned properly; as a result, the ensuin
would seem longer than it should be. Designers benchmarking other tape systems
be careful of this problem.

Another problem we experienced was that it was impossible to use a single progr
conduct all of the benchmarks because of the differences in the interfaces betwe
many tape systems. One workaround for this problem was to use Perl rather than
some of the benchmarks; while this made coding easier, we still had to modify the c
handle different tape systems on different platforms.
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Discovering the “true” tape block size was also a difficult task. Some tape drivers acc
tape “blocks” larger than a certain amount, but chopped the blocks into smaller siz
writing to tape. If the benchmark is trying to track changes in performance as tape
size changes, it is important to make sure that the device driver is actually writing th
in the desired block size.

8. Conclusions

We took detailed measurements from five common tertiary storage tape drives, sp
the range of low to high performance. The drives included helical scan and serpentin
layouts, and cassette and cartridge tape packages. Based on the benchmarks that w
the tapes, we made suggestions for improving the performance of any system th
tapes as an active data storage medium — traditional mass storage systems, scienti
bases, and archival storage systems.

Our future work will include more detailed measurements of tape system paramet
well as analytic models for the time necessary to perform various tape operations s
seeking and reading. While the measurements in this paper provide a good foundat
mass storage system designers, we hope that simple formulas for seek time an
parameters will make optimization of data layout and access an easier task.

We also plan to take performance measurements of additional aspects of tertiary s
devices. Of particular interest are measurements of very large robotic storage libra
which the variance in the time to fetch a tape can be large, and serpentine tape driv
support partitioned tapes.
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