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2.4 Wave packets solutions

We will now switch gear and learn a new method of studying waves that revolves
around the use of wave-packets. Even though it looks more complicated at first
than the techniques we have learned so far, this will turn out to be a much more
versatile and powerful tool that can very easily be generalized in more than 1D,
and, much more importantly, for non-constant sound speed — which we had so
far ignored. Let’s proceed to build the components of that solution step by step.

2.4.1 Wave packets in 1D

In many more realistic cases, sound waves do not take the form of a simple
Gaussian, or a perfect sine or cosine. The pressure perturbations associated
with a person talking for instance would consist of a series of wave trains, of
different total duration, pitch (i.e frequency), and modulation of amplitude,
such as the example given in Figure 2.10.
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Figure 2.10: Example of a pressure perturbation at some position x, as a func-
tion of time, showing both modulation of amplitude and of frequency.

Whenever this is the case, one could consider the following general approxi-

mate form of solution: _
plx,t) = Alex, et)e? @D (2.90)

where e is the carrier plane wave, the function 6(x,t) is its phase (which
does not have to be equal to kx —wt), and A(ex, et) is its modulated amplitude.
Note how we have expressed A as a function of “slow variables” X = ex and
T = et to imply that they vary slowly with x and ¢ — at least, much more slowly
than the variations intrinsic to the plane wave itself>. As usual, A could be
complex, and in order to extract the true physical value of p when needed, we
shall always take its real part. In what follows, p will now be function of z, ¢
but also of X and T as

plx, X;t,T) = A(X,T)e®D (2.91)

i0(x,t)

3To see why X = ex (and similarly, T = et) are slow variables, plot the functions cos(z)
and cos(X) side by side.
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Since the phase of the wave is now defined as the more general function
O(x,t) instead of the function kx — wt that is specific to plane monochromatic
waves, we no longer have an obvious explicit definition for £ and w. However,
let’s remember that

e The period of a wave is defined by how long one needs to wait before it is
in the same phase again (modulo +27)

e The wavelength of a wave is defined by how far one has to move to see it
in the same phase again (modulo +27)

In other words, if the period of the wave is 27 /w, then
2w
0 <x,t + ) =0 (z,t) £ 27 (2.92)
w

Taylor expanding the first term, we then get

27 00
o = £2m (2.93)
so that 99
= —_— 2. 4
w ot (2.94)

It now remains to be seen which of the + or — sign is consistent with the plane
wave definition. We see that the plane wave would have

%
ot

w =

(2.95)

and therefore choose the — sign solution by analogy. Similarly, we can construct
the wavenumber k to be
b 00

T ox
which is also consistent with the plane wave definition. We then have a rela-
tionship between k and w, namely

(2.96)

ok  Ow

9 + e 0 (2.97)
Finally, note that unless we actually have a plane wave with 8 = kz—wt, k and w
are generally functions of x and ¢ themselves. In the wave-packet approximation,
however, we shall require that they only be slowly varying functions of x and
t, meaning that they are functions of X and T only. As a result 0k/ot =
(0k/OT)(0T/0t) = €0k /OT and similarly for dw/Ox. The equation above then

becomes, to first order in €,
ok  Ow

ar " ox ~
Let’s now plug the wave-packet solution into the simple 1D Cartesian wave
equation with constant sound speed 9up = c?9,,p. To do so, we need to evaluate

0 (2.98)
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partial derivatives of p with respect to ¢ and x, remembering that there is a t-
dependence in 7', and an x—dependence in X. We have:

op 0T 8p 8p 3p

0
g XD =5 T arar ~ o o
.00 0A 0 0A
zatp+eaTe zwp+eaTe (2.99)

using the definition of w, and, up to first order in € only,

872]9 = g —w _|_68A 6
oz~ ot | “PTr
O 00 0004,
- a? T ™o T arar”
0A ow
2 oA g . OW
= —wp—2iew 8T6 zeaT (2.100)
Similarly, we have
op . 0A
and, up to first order in € only,
82]9 9 0A ok

Plugging these back in the wave equation, and equating orders, we get:

e To lowest order in € we recover the dispersion relation for sound waves,

w? = k?c? (2.103)

e To the next order, we have:

9A | Lk 0A A[@w ak}

T aax = or "¢ ax (2.104)

In order words, the evolution of the wave packet can be studied by solving the
coupled system of equations

w? = 2k?
8k 8
BT =0
0A 2k k 0A A aw 2 8k'
04 yahod [ ] (2.105)

all of which only depend on the slow-variables X and 7. In essence, we have
filtered out all of the rapid oscillatory behavior of the waves, keeping only the
more manageable slow variations! Solving these new equations is often a lot
easier than solving the primitive ones.
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However, we can do even better. There is another way of re-writing these
equations that leads to a much more intuitive interpretation of their solutions.
Let’s first consider the evolution of w. Taking the slow-time derivative of the
dispersion relation, we have

ow 5 Ok 9, Ow
Qwa—T = 2c kaT = —2¢c kaX (2.106)

using (2.98). We can therefore re-write this as

Ow 2 w Ow Ow

L = 4 = 2.1

or T kYox ~or ~Cox (2.107)
depending on the branch (+) of the dispersion relation selected. In other words,
the frequency function is advected at velocity +c¢ without change of form.

Next, using the spatial derivative of the dispersion relation, we have

Ok Oow ok 2k Ok B

or Tox ~or T w ox " (2.108)
which becomes ok ok

which again implies that the wavenumber is advected at velocity 4+c¢ without
change of form.

Finally, combining (2.107) and (2.109) with (2.105), we find that the ampli-
tude equation also simplifies, in such a way that

ot =0 (2.110)

To summarize, an alternative way of looking at the evolution of the wave
packet is to solve simultaneously the much more intuitive set of equations

ow ow
aiT + 087 =0
ok ok
aiT + 087 =0
0A 0A

where the choice of 4+ simply depends on the branch of the dispersion relation
we have chosen (w = %ck). Note that the first two equations are equivalent, so
one only needs to solve one or the other. The solutions to these equations are
simply A(X,T) = AX FcT), w(X,T) =w(X FT) and k(X,T) = k(X F 7).

As written we see that all the properties of the wave packet are advected
without change of form at the same velocity, +c. This velocity is the group
velocity discussed earlier, and describes the propagation of the packet rather
than the phase within the packet. Note how much of the phase information is
lost from the wave packet description: this is the approximation made and the
price to pay for using this method.
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Worked example

What is the exact solution of the right-ward propagating wave for the initial
condition given by p(x,0) = cos(x) exp(—x2/200) with ps(x,0) = 0 ? What is
the approximate wave-packet solution? Compare the two.

Finding the exact solution is pretty trivial since we can just use the right-ward
propagating component of d’Alembert’s solution for instance:

p(x,t) = po(x — ct) = cos(x — ct) exp(—(x — ct)?/200) (2.112)

In the wave-packet solution, we have to identify the carrier wave and the slow
amplitude from the initial conditions. In the way it is written, separating the
two is fairly obvious: the carrier wave at time ¢ = 0 is cos(z) = R(e?®0)),
which has a constant wavenumber, while the slowly varying amplitude function
can be written as, e.g.

A(X,0) = exp(—X?/2) (2.113)

with X = /10 (Note that there is some arbitrariness on how to pick the scale
separation € between the fast and slow scales, but this arbitrariness does not
matter here).

In the wave-packet approximation, both the wavenumber function k(X,T)
and the amplitude function A(X,T) are advected with velocity ¢ to the right.
Since the wavenumber function is constant and equal to 1 at ¢ = 0, then it
will remain constant for all time 7" and space X (since ¢ is constant), and the
same will then be true for w = ck = ¢. We can then get 0(x,t) by integrating
00/0t = —w = —c and 90/0x = k = 1, to get § = x — ct. The time-dependent
carrier wave is then R(e??@ ) = cos(z — ct). Finally, the advection of the
amplitude function gives exp(—(X — ¢T)?/2) = exp(—(z — ct)?/200). As a
result, the approximate solution of the wave packet equations is

p(x,t) = cos(x — ct) exp(—(z — ct)?/200) (2.114)

which is exacly the same as d’Alembert’s solution. This method is obviously
completely overkill for this fairly simplistic problem, but it does work.

2.4.2 Generalization of the wave packet to multiple di-
mensions

As we now see, the concept of a wave packet is trivially generalized to multiple
dimensions, which makes it a very useful tool! In more than 1D, the wave
equation as derived earlier becomes

>p 2v72

— =c*V 2.115

512 P (2.115)
where we are still assuming that ¢ is constant, and plane wave solutions are of
the kind

p(x,t) = pexp(ik -  — iwt) (2.116)
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where © = (z,y,2) and k = (k;, ky, k.) are now three-dimensional.

We create a wave packet exactly the same way as before, assuming that p can be
written as the plane monochromatic wave times the slowly varying amplitude:

p(x,t) = A(X,T)exp (if(x,t)) (2.117)

where X = (X,Y,Z) = (ex, ey, ez) is a three-dimensional vector and 6 is the
phase function. For the same reasons as discussed in the 1D case, we can define
the local frequency and wavevector of the wave to be

00

w=—o and k = V0 (2.118)
or in other words
00 00 o0
ky=— ,k,=— and k, = — 2.11
oxr 'Y Oy a 0z ( 9
This then implies that
ok
il = 2.12
5 +Vw=0 (2.120)
and therefore that
Ok | Gw=0 (2.121)
or VT '

where V. means that the spatial operator only acts on the slow position vari-
ables.

Plugging the wave packet solution into the wave equation, and proceeding
exactly as before, we now find that

w2 :C2|k‘2

ow 2 (“)l

67+Zk.vew:6T+cg-Vew=0
ok 2 ok

where ¢, = %k = ck/k. Note that while we have derived these equations using
a Cartesian coordinate system, they are now generally written in vector form
and are therefore valid in any coordinate system!

Equation (2.122) shows that the group velocity ¢, is in the direction of k,
and since k = V0, we see that the waves travel in a direction that is perpen-
dicular to lines of constant phase. While this seems to be pretty obvious for
compression waves, we will see that it is also not always the case — some disper-
sive waves have group velocities that are not necessarily perpendicular to their
constant-phase surfaces. Figure 2.11 shows examples of constant phase surfaces
in various types of configurations and corresponding selected wave-vectors, for
non-dispersive waves.
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Figure 2.11: Lines of constant 6 for sample 2D pressure wave fields, and selected
wavenumbers. The wavenumbers are always perpendicular to the lines of con-
stant 6, and the group velocity is parallel to k. Hence the wave is propagating
to the right in the first case and radially outward in the second case. In the
third case it’s a little more complicated.

Finally, the amplitude equation becomes

0A A [Ow 2 |

This can be rewritten in a clearer form as:

0A A [Ow |
87T + Cg . VEA = _ﬂ |:87_‘ + Ve . ((A}Cg) (2124)

Expanding the divergence, and using (2.122), we then get

0A Ac k
oF TCo VeA= Ve (k> (2.125)

To summarize, in 3D the wave packet equations are:

0A Ac k
ey sam A, (8) o120

This shows that k and w are advected without change of form or amplitude by
the velocity field ¢,. The equation for the amplitude function A, on the other
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hand, now has a non-zero RHS (the fact that we had a zero RHS in the 1D case
simply stems from the fact that V.- (k/k) =0 in 1D). The physical interpreta-
tion of this RHS is that the convergence or divergence of the wavenumber field
can focus or de-focus the waves. In that case the total amplitude increases or
decreases correspondingly (see the example below of the spherical loudspeaker
for instance).

2.4.3 Ray Tracing

The set of 3 equations for the evolution of the frequency, wavevector and wave
packet amplitude given in (2.122) and (2.125) shows that all three quantities
evolve on the same characteristics (see Method of Characteristics, AMS 212A),
which are called the ray paths. To find the equations for these ray paths, we
look at the evolution of k (we cannot start with w and A since these equations
depend on k via ¢,). Component by component, we have that

% ey Veki =0 (2.127)

where k; is either k., k, or k.. Using the method of characteristics, we then
have

oT

— =1

or
0X k., 0Y k, 0Z k.
WZ(Cg)x:C? ) E:(Cg)ych ) E:(Cg)zzcg

Ok;

= 2.12
or 0 ( 8)

where 7 is the “time” variable along a characteristic (not to be mixed up with
the 7 used in Chapter 1).

We first see that k; is conserved along a ray path. Since all the components of
k are, then so is k. This implies that the right-hand-sides of all these characteris-
tic equations are constant, so that the ratios 0X/0Y = k;/k,, 0X/0Z =k, /k,
and 0Y/0Z = k, /k, along a ray path are all constant — in other words, the ray
path is a straight line until it hits a boundary (see below). Furthermore, it is
easy to show that the ray path is parallel to k (or equivalently, to ¢,), so that
its direction is given by the value k has at time ¢t = 0.

Next, by analogy, we see that w is also constant along a ray path, (since it
has the same characteristics, so Ow/07 = 0). Finally, we have that dA/0T =
—(Ac/2)V - (k/k), which implies that the amplitude of a sound wave increases
if the ray paths converge, and decreases if the ray paths diverge. We will revisit
the amplitude equation shortly, but in the meantime, note how the distribution
of k at t = 0 entirely determines the ray paths, which then entirely determines
the full solution k, w and A everywhere along them!
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Worked example: the spherical loudspeaker

Consider sound waves being generated by a perfectly spherical loudspeaker of ra-
dius Ry vibrating radially. The sound waves generated have a given constant fre-
quency w. Suppose the speaker at r = R emits a wave packet whose amplitude
is a Gaussian function of the slow time 7', e.g. p(Ro,t) = cos(wt) exp(—T2/2).
What is the solution p(R,t) far from the speaker?

To begin with, we must figure out the ray paths of the waves. Being only
given the frequency as a function of time at r = Ry, we don’t a priori know
what the wavenumber field k is. However, we know that k must be perpen-
dicular to the phase surfaces, and since the loudspeaker is vibrating radially, it
is creating sound waves that only depend on r. Hence the phase 6 varies only
with 7, so k has to be perpendicular to surfaces of constant r. This shows that
k must be radial: k = ke, where k = w/c.

Based on ray tracing, we know from the initial conditions selected that the
rays are straight lines, and so they remain purely radial throughout space. We
also know that w and k are conserved along a ray: hence k = ke, = (w/c)e,
everywhere in space. This implies

g—; +ce,-V.A= —%VE - e (2.129)
By spherical symmetry, we also expect that the amplitude will only depend on
the radius R away from the center of the sphere, and time. It is therefore more
appropriate to study this equation in a spherical coordinate system than in the
Cartesian one used until now. We now merely need to re-express them in a
spherical coordinate system:

0A  0A Ac
rteop =g (2.130)
This equation can be solved using the method of characteristics.

We first have to create the “initial condition curve”. We have that, on
R = Ry (the radius of the loudspeaker), A(Ro,T) = A,(T) where A,(T) =
exp(—T7?/2) is the slow-time variation of the sound pulse. This can be parametrized
as Ro(s) = Ry, To(s) = s, and Ag(s) = A,(s). The characteristic equations are

oT  OR _ 9A  Ac

The first of these equations has solution T' = 7 + Ty(s) = 7 + s. The second
has solution R = ¢7 + Ro(s) = ¢ + Rp. The last equation can then be cast in
terms of 7 only as

0A A
This implies that
InA=—-In((Ro/c)+7)+ K(s) (2.133)
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where K (s) is an integration function. To satisfy the initial conditions, we have
to have
K =1nAy(s) +In((Roy/c)) (2.134)

so that 2
Ap(s) e s /2

A = P = 2.135

(S’T) 1+TC/RO 1+7’C/R0 ( )

To transform this solution back into (R,T') space, we have to write s and 7 in
terms of R and T'. We have

=B R ds—T—r—p- BF (2.136)
C C
SO
Ry R—Ry\ Ry 1 R—Ry\’
AR.T) = 5 4, (T— ; >_ 5P| (T ; ) (2.137)

With see that the Gaussian pulse propagates radially with velocity ¢ without
change of width, but its amplitude decreases away from the speaker as A oc R™1.
This is shown in Figure 2.12.
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Figure 2.12: Function A(R,T) of the amplitude of the sound emitted by a
spherical loudspeaker of radius Ry = 1, assuming ¢ = 1.

Note also that by suitably taking the limit of an infinitely short pulse, and an
infinitely small sphere, we are not far from getting the Green’s function solution
for sound waves in an infinite homogeneous domain, which can then be used
to reconstruct solutions for any distribution of sound-sources and any initial
condition (see AMS212A for detail).
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2.4.4 Reflection near a wall

The only problem left is to address what happens when a ray hits a wall. To
do so, let’s look close to the wall, in a small region where the wave is well-
approximated by a plane wave. We use the same method as we did in 1D,
looking at the solution near the wall as the sum of an incident and a reflected
wave. Let k! and w; be the wavenumber and frequency of the incident wave,
and kT and wgr those of the reflected wave. Suppose the wall is at z = 0. We
have

ik x—iwt k™ T —iwrt
pr(x,t) = Are ™ and pr(x,t) = Age R (2.138)

There are two possible cases. Those with boundary conditions nn-Vp = 0 (where
the derivative of the pressure perpendicular to the wall must be 0) or p = 0,
where the pressure itself must be 0 at the wall. Here we will look at the p =0
case, and the other case is left as homework.

If, at the wall (x = 0), we require that p = 0 then

p(ma t) =Dr (07 Y, 2, t)+pR(07 Y, 25, t) = AIeikqjyJﬂkiZiiwlt+AReik5/y+ik527iWRt =0
(2.139)
The only way to enforce this for any y, z, and ¢ is to have w, k, and k., be the
same for the incident and reflected waves, and Agr = —A;. The first condition
implies that the modulus of k must be invariant (since w is, and w only depends
on the modulus of k). This in turn implies that k% = —kI. The second condition
can be recast as a change of phase by a factor 7, since —1 = ™. In summary,
we have that
pr(z,t) = Ale—ikim—&-ik{’y-&-ikiz—iw;t—iﬂ (2.140)

The ray path of the reflected ray is shown in Figure 2.13

This process can be easily generalized to other geometries, at least when the
boundary is smooth, to show that (1) the frequency and amplitude remains un-
changed, (2) the component of k parallel to the boundary remains unchanged,
(3) the component of k perpendicular to the boundary changes sign and (4) the
phase is shifted by a factor of 7. What happens at corners is a lot harder, and
will be ignored here.

Many examples of application of ray tracing exist, and it is one of the fun-
damental tools of the theory for acoustic design. Interesting ones involve, for
instance, wave guides and sound focussing designs. Also note that it is possi-
ble to derive quantization conditions from ray tracing in multiple dimension
in a manner analogous to what we did in 1D, to recover the global eigen-
modes/eigenfrequencies of oscillation of an acoustic cavity. This is one the
techniques used to determine the frequencies of oscillations of stars, for in-
stance. This field holds many interesting mathematical tricks/theorems, some
quite fundamental such as the Einstein-Brillouin-Keller quantization, which is
equally useful for studying pressure waves in stars and in quantum mechanics
to calculate energy levels in atoms/molecules! It has also opened the door to
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Figure 2.13: Incident and reflected ray paths near a wall at = 0, in the case
where p = 0 on the wall.

another concept called “quantum chaos”, first glimpsed in the context of ray
tracing by Einstein himself. Finally, remember that all we have done so far
is valid, not just for sound waves, but for all non-dispersive waves, such as
electromagnetic waves (i.e. light) for example.



